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Full Conditional Distributions

This document provides the full conditional distributions for the models introduced in the paper.

Letting θ = (µ,β, τ ,ω), the posterior distribution is

[θ,X|Y ] ∝ [Y |X,θ] [X |θ] [θ]

= [Y |X,ω] [X|β, τ ] [β] [ω] [τ ],

assuming independence of the four components within θ. The distribution is not available in closed

form and so we use a Markov chain Monte Carlo algorithm (hybrid Gibbs sampler with Metropolis

steps within Gibbs) to sample from it.

Before providing the full conditional distributions, we first note that for a generic parameter ψ, the

quantities aψ and bψ denote the hyperprior parameters for gamma prior distributions and mψ and

V ψ are the hyperprior parameters for normal prior distributions. These hyperparameter parameters

were not introduced in the manuscript for the sake of brevity.

1 The local environment to biomarker (LEB) model

1. For each j and i, we draw augmented data, YM∗
ji , as follows:

YM∗
ji















= YM
ji , ZMji = 0;

∼ Truncated N(XM
ji , 1/ω

M
j ) on (−∞,MM

ji ], ZMji = 1;

∼ N(XM
ji , 1/ω

M
j ), ZMji = 2.

(1)

2. For the process variable XM , we sample each XM
j , j = 1 . . . ,NM , conditional on the other

process variables {XM
k : k 6= j} and the other parameters in the model. We have that

[

XM
j |{XM

k : k 6= j},µM ,βM , τM ,Y M∗,ωM
]

∝
[

Y ∗
j |X

M
j ,ω

M
] [

XM
j |{XM

k : k 6= j},βMj , τ
M
j

]

∏

l∈χj

[

XM
l |{XM

k : k 6= l},βMl , τ
M
l

]

, (2)
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where χj denotes the columns of the process variable XM that depend on XM
j in the speci-

fication of the conditional mean ηMji (i.e., those l that belong to SMj ). This conditional mean

ηMji is defined as:

ηMji = µMj +

NM
j
∑

k=1

βMjkX
M
sjki

, (3)

where sMj = (sMj1 , . . . , s
M
jNM

j

) is a vector of length NM
j (the cardinality of SMj ) containing the

columns of the process variable matrix XM that affect the mean of the process variable XM
j .

The expression (2) above is equal to

NI
∏

i=1





[

YM∗
ji |XM

ji , ω
M
j

] [

XM
ji |{X

M
ki : k 6= j},βMj , τ

M
j

]

∏

l∈χj

[

XM
li |{X

M
ki : k 6= l},βMl , τ

M
l

]



 ,

from which we can see that each XM
ji , i = 1, . . . ,N I , can be sampled independently. Now

[

YM∗
ji |XM

ji , ω
M
j

]

∝ exp

(

ωMj
2

(Y ∗M
ji −XM

ji )2

)

,

[

XM
ji |{X

M
ki : k 6= j},βMj , τ

M
j

]

∝ exp

(

τMj
2

(XM
ji − ηMji )2

)

,

and for each l ∈ χj,

[

XM
li |{X

M
ki : k 6= l},βMl

]

∝ exp

(

τMl
2

(XM
li − δli(j) − ǫli(j))

2

)

. (4)

In (4),

δji(n) ≡ µMj +
∑

{k:sM
jk
6=n}

βMjkX
M
sM
jk
i
,

is the conditional mean of XM
ji minus the regression terms that depend on XM

ni , and

ǫji(n) ≡
∑

{k:sM
jk

=n}

βMjkXsM
jk
i, (5)

is the regression terms that depend on XM
ni . Always, δji(n) − ǫji(n) = ηMji .

Rearranging the terms of XM
ji , the distribution of XM

ji conditional on all other parameters is

N(q/p, 1/p), where

p = ωMj + τMj +
∑

l∈χj

τMl







∑

{k:sM
jk

=n}

βMjk







2

,
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and

q = ωMj Y
M∗
ji + τMj ηMji +

∑

l∈χj

τMl
(

XM
li − δli(j)

)







∑

{k:sM
jk

=n}

βMjk






.

3. For the regression parameters βM , we sample each βMj conditional on the other parameters

in the model. Letting

Aj =























1

{

XM
sM
jk

1

}

1

{

XM
sM
jk

2

}

...
...

1

{

XM
sM
jk
NI

}























,

the full conditional distribution of βMj , is

Nrj

(

R−1
j qj ,R

−1
j

)

,

where Rj = τMj AT
j Aj + Σ

−1
j and qj = τMj AT

j XM
j + Σ

−1
j mj.

4. For each j, the conditional distribution of the process precision τMj , given the other parameters,

is the gamma distribution,

Ga



aτ
M

j +N I/2, bτ
M

j +
NI
∑

i=1

(XM
ji − ηMji )2/2



 ,

where ηMji is defined in (3) above.

2 The global to local environment (GLE) model

In this section, we provide the full conditional distributions for the parameters in the GLE models.

Linking global environmental-media variables to local environmental-media variables will change the

full conditional distributions for some of the latent processes and the associated regression coefficients

that were given in the previous section. Specifically, now the full conditional distributions of XM
m(W )

depends on XW , and XM
m(S) depends on XT and XH . The full conditional distributions for other

media in the LEB model remain unchanged.

3



2.1 Global water model

1. With the addition of the global water model, we need to change some of the full conditional

distributions in the LEB model for water. For the Water medium we replace equation (1)

with:

YM∗
i,m(W )















= YM
i,m(W ), if ZMi,m(W ) = 0;

∼ Truncated N(XM
i,m(W ), 1/ω

M
m(W )) on (−∞,MM

i,m(W )], if ZMi,m(W ) = 1;

∼ N(XM
i,m(W ), 1/ω

M
m(W )), if ZMi,m(W ) = 2.

To sample from the conditional distribution of the water process, {XM
i,m(W ) : i = 1, · · · ,N I},

we let µMi,m(W ) = I(ζWij = 1)µWj . Then XM
i,m(W ) is N(qi/pi, 1/pi), where

pi = ωMm(W ) + τMm(W ) and qi = ωWY ∗
i,m(W ) + τMm(W )µ

M
i,m(W ),

for each individual i.

With the addition of the global water model, the full conditional distribution of the NHEXAS

Water model precision, τMm(W ), is now

Ga





N I

2
+ a

τM
m(W ) ,

1

2

NI
∑

i=1

(

XM
i,m(W ) − µMi,m(W )

)2
+ b

τM
m(W )



 .

2. The full conditional distributions of the remaining parameters in the global water model de-

pends on the augmented data Y W∗
jk , defined as follows:

Y W∗
jk















= Y W
jk , if ZWjk = 0;

∼ Truncated N(XW
j , 1/ωW ) on (−∞,MW

jk ], if ZWjk ,= 1;

∼ N(XW
j , 1/ωW ), if ZWjk = 2.

The full conditional distribution of the PWS measurement-error precision, ωW , is then

Ga





∑NW

j=1 N
W
j

2
+ aω

W

,
1

2

NW
∑

j=1

NW
j
∑

k=1

(Y W∗
jk −XW

jk )2 + bω
W



 .

3. For the global water model, the full conditional distribution of XW
jk for the kth observation

(k = 1, · · · , NW
j ) of jth PWS (j = 1, · · · ,NW ) is N(qjk/pjk, 1/pjk), where

pjk = ωW + τW and qjk = ωWY W∗
jk + τWµWj .
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Next, define XW
j =

{

XM
i,m(W ) : ζij = 1

}

and lj to be the number of elements in XW
j . Then,

for each PWS j = 1, ..., NW , the full conditional distribution of the PWS-specific mean µWj is

N(qj/pj, 1/pj), with

pj = NW
j τW +CW + ljτ

M
m(W )

and

qj = τW
NW

j
∑

k=1

XW
jk + CWαW + τMm(W )1lk

′XW
j .

The full conditional distribution of the process precision, τW , is

Ga





∑NW

j=1 N
W
j

2
+ aτ

W

,
1

2

NW
∑

j=1

NW
j
∑

k=1

(

XW
jk − µWj

)2
+ bτ

W



 .

4. For the parameters in the global water-LEB linking model, recall that ζWij = 1 implies that indi-

vidual i is served by PWS j and ζWij = 0 implies that individual i is not served by water-system

j. For each individual i = 1, . . . , N I , the full conditional distribution of ζWi =
(

ζWi1 , · · · , ζ
W
iNW

)

is Multinomial(1, (λ∗c(i),1, · · · , λ
∗
c(i),NW )) where the probability that individual i in country

c(i) is served by PWS j, is

λ∗c(i),j =
λc(i),j n

(

XM
i,m(W );µ

W
j , τ

M
m(W )

)

∑NW

r=1 λc(i),r n
(

XM
i,m(W );µ

W
r , τ

M
m(W )

) .

Here, n
(

XM
i,m(W );µ

W
j , τ

M
m(W )

)

is a normal pdf (with mean µWj and variance 1/τMm(W )) evaluated

at the value of the water process, XM
i,m(W ), for each individual i.

5. In the parameters in the global water prior distributions, αW conditional on all the other

parameters is N(q/p, p), where

p = NWCW + V αW

and q =



CW
NW
∑

j=1

µWj + V αW

mαW



 .

The full conditional distribution of CW is

Ga





NW

2
+ aC

W

,
1

2

NW
∑

j=1

(

µWj −mαW
)2

+ bC
W



 .
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2.2 Global soil model

1. With the addition of the global topsoil/stream-sediment model, we need to change some of the

conditional distributions in the LEB model for soil. For the soil medium, we replace equation

(1) with:

YM∗
i,m(S)















= YM
i,m(S), if ZMi,m(S) = 0;

∼ Truncated N(XM
i,m(S), 1/ω

M
m(S)) on (−∞,MM

i,m(S)], if ZMi,m(S) = 1;

∼ N(XM
i,m(S), 1/ω

M
m(S)), if ZMi,m(S) = 2.

2. For parameters appearing in the global topsoil/stream-sediment model, for the topsoil obser-

vation at the sth location:

Y T∗(s)







= Y T (s), if ZT (s) = 0;

∼ N(XT (s), 1/ωT ), if ZT (s) = 2

(there is no censored topsoil data).

The full conditional distribution of the topsoil measurement-error precision, ωT , is

Ga





NT

2
+ aω

T

,
1

2

NT
∑

i=1

(Y T∗(si) −XT (si))
2 + bω

T



 .

3. For parameters appearing in the stream-sediment data model, for the kth observation in jth

HUC8:

Y H∗
jk















= Y H
jk , if ZHjk = 0;

∼ Truncated N(XH
j , 1/ω

H ) on (−∞,MH
jk ], if ZHjk = 1;

∼ N(XH
j , 1/ω

H ), if ZHjk = 2.

The full conditional distribution of the stream-sediment measurement-error precision, ωH , is

Ga





NH
∑

j=1

NH
j

2
+ aω

H

,
1

2

NH
∑

j=1

NH
j
∑

k=1

(Y H
jk −XH

j )2 + bω
H



 .

4. The full conditional distribution of the topsoil process XT (s) is N(qs/ps, 1/ps), where

ps = ωT + τT and qs = τT (βT0 + βT1 X
H
h(s)) + ωTY T∗(s),

for s ∈ D.
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The full conditional distribution of the topsoil model precision, τT , is

Ga

(

|D|

2
+ aτ

T

,
1

2

∑

s∈D

(XT (s) − βT0 − βT1 X
H
h(s))

2 + bτ
T

)

.

The parameters that appear in the mean function of the topsoil model are βT = (βT0 , β
T
1 )′.

Letting U = [1|D|,GDXH ] and W = [1NI , ζTXH ] we sample βT from N2(P
−1Q,P−1), where

P = τTU ′U + τMm(S)W
′W + V β

T

and

Q = τTU ′XT + τMm(S)W
′XM

m(S) + V β
T

Mβ
T

.

5. The full conditional distribution of the mean of the stream-sediment model, µH , is N(q/p, 1/p),

where

p = τH1
′
NH (INH − γHA)1NH + V µH

,

and

q = τH1
′
NH (INH − γHA)XH + V µH

mµH

.

6. Recall that for the unknown parameter ζTij , ζ
T
ij = 1 if NHEXAS individual i is located in HUC8

region j, and 0 otherwise. These ζTij ’s are updated during our MCMC algorithm using the

following scheme:

Sample ζTi =
(

ζTi1, · · · , ζ
T
iNH

)

∼ Multinomial
(

1, (λ∗c(i),1, · · · , λ
∗
c(i),NH )′

)

, for i = 1, · · · ,N I ,

where

λ∗c(i),j =
λc(i),j n(XM

i,m(S);β
T
0 + βT1 X

H
j , τ

M
m(S))

∑NH

r=1 λc(i),r n(XM
i,m(S);β

T
0 + βT1 X

H
r , τ

M
m(S))

,

and n(XM
i,m(S);β

T
0 + βT1 X

H
j , τ

M
m(S)) is a normal pdf (with mean βT0 + βT1 X

H
j and variance

1/τMm(S)) evaluated at XM
i,m(S).

Now define the |D|×NH matrix GD such that the (i,j)th entry GD(i, j) is 1 if topsoil location

si falls in jth HUC8, and 0 otherwise. Sample XH from N(P−1Q,P−1), where

P = τH(INH − γHA) + τTG′
DGD + τMm(S)ζ

T ′

ζT ,

and

Q = τH(INH − γHA)]µH1NH + τTG′
D(XT − βT0 1|D|) + τMm(S)ζ

T ′

(XM
m(S) − βT0 1NI ).
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7. The full conditional distribution of the stream-sediment precision, τH , is

Ga

(

NH

2
+ aτ

H

,
1

2
(XH − µH1NH )′(INH − γHA)(XH − µH1NH ) + bτ

H

)

.

The full conditional distribution of the mean of the stream-sediment model, µH , is N(q/p, 1/p),

where

p = τH1
′
NH (INH − γHA)1NH + V µH

,

and

q = τH1
′
NH (INH − γHA)XH + V µH

mµH

.

The full conditional distribution of the spatial-dependence parameter in the stream-sediment

model, γH , is proportional to

|INH − γHA|1/2 exp
{

−0.5τH(XH − µH1NH )′(INH − γHA)(XH − µH1NH )
}

×

1

|λmax − λmin|
I
(

γH ∈ (λmin, λmax)
)

,

where λmin, λmax are the smallest and largest eigenvalues of A.

8. With the addition of the global-topsoil/stream-sediment model, the full conditional distribu-

tion of the LEB Soil log As process XM
m(S), is modified. Now, this distribution isNNI (P−1Q,P−1),

where

P = ωMm(S)INI + τMm(S)INI ,

and

Q = ωMm(S)Y
M∗
m(S) + τMm(S)(β

T
0 1NI + βT1 ζT

′

XH).

In addition, the full conditional distribution of the local soil process precision, τMm(S), is now

Ga

(

N I

2
+ a

τM
m(W ) ,

1

2
(XM

m(S) − WβT )′(XM
m(S) − WβT ) + b

τM
m(S)

)

.
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