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Abstract

There has been growing interest in kernel methods for classification, clustering and dimension reduction. For example, kernel Fisher discriminant analysis, spectral clustering and kernel principal component analysis are widely used in statistical learning and data mining applications. The empirical success of the kernel method is generally attributed to nonlinear feature mapping induced by the kernel, which in turn determines a low dimensional data embedding. It is important to understand the effect of a kernel and its associated kernel parameter(s) on the embedding in relation to data distributions. In this paper, we examine the geometry of the nonlinear embedding for kernel PCA when polynomial kernels are used. We carry out eigen-analysis of the polynomial kernel operator associated with data distributions and investigate the effect of the degree of polynomial. The results provide both insights into the geometry of nonlinear data embedding and practical guidelines for choosing an appropriate degree for dimension reduction with polynomial kernels. We further comment on the effect of centering kernels on the spectral property of the polynomial kernel operator.
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1 Introduction

Kernel methods have drawn great attention in machine learning and data mining in recent years (Schölkopf and Smola 2002, Hofmann et al. 2008). They are given as nonlinear generalization of linear methods by mapping data into a high dimensional feature space and applying the linear methods in the so-called feature space (Aizerman et al. 1964). Kernels are the functions that define the inner product of the feature vectors and play an important role in capturing nonlinear mapping desired for data analysis. Historically, they are closely related to reproducing kernels used in statistics for nonparametric function estimation; see Wahba (1990) for spline models. The explicit form of feature mapping is not required. Instead, specification of a kernel is sufficient for kernel methods. Application of the nonlinear generalization through kernels has led to various methods for classification, clustering and dimension reduction. Examples include support vector machines (SVMs) (Schölkopf et al. 1999, Vapnik 1995), kernel Fisher discriminant analysis (kernel FDA) (Mika et al. 1999), spectral clustering (Scott and Longuet-Higgins 1990, von Luxburg 2007), and kernel principal component analysis (kernel PCA) (Schölkopf et al. 1998).

There have been many studies examining the effect of a kernel function and its associated parameters on the performance of kernel methods. For example, Brown et al. (2000), Ahn (2010) and Baudat and Anouar (2000) investigated how to select the bandwidth of Gaussian kernel for SVM and kernel FDA.
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In spectral clustering and kernel PCA, the kernel determines the projections or data embeddings to be used for uncovering clusters or for representing data effectively in a low dimensional space, which are given as the leading eigenvectors of the kernel matrix. As kernel PCA regards the spectral analysis of a finite-dimensional kernel matrix, we can consider the eigen-analysis of the kernel operator as an infinite dimensional analogue, where eigenfunctions are viewed as a continuous version of the eigenvectors of the kernel matrix. Such eigen-analysis can provide a view point of the method at the population level. In general, it is important to understand the effect of a kernel on nonlinear data embedding in relation to data distributions. In this paper, we examine the geometry of the data embedding for kernel PCA.

Zhu et al. (1998), Williams and Seeger (2000) and Shi et al. (2009) studied the relation between Gaussian kernels and the eigenfunctions of the corresponding kernel operator under normal distributions. Zhu et al. (1998) computed the eigenvalues and eigenfunctions of the Gaussian kernel operator explicitly when data follow a univariate normal distribution. Williams and Seeger (2000) investigated how eigenvalues and eigenfunctions change depending on the input density function, and stated that the eigenfunctions with relatively large eigenvalues are useful in classification, in the context of approximating the kernel matrix using low rank eigen-expansion. Shi et al. (2009) extended the discussion for spectral clustering, explaining which eigenvectors to use for clustering when the distribution is a mixture of multiple components.

Among the kernel functions, Gaussian kernel and polynomial kernels are commonly used. Although Gaussian kernel is generally more flexible as a universal approximator, the two kernels have different merits, and the polynomial kernel with appropriate degrees can be often as effective as Gaussian kernel. For example, Kaufmann (1999) discussed the application of polynomial kernels to handwritten digits recognition and checkerboard problem in the context of classification using support vector machines, which produced decent results. Extending the current studies of the Gaussian kernel operator, we carry out eigen-analysis of the polynomial kernel operator under various data distributions. In addition, we investigate the effect of the degree on the geometry of the nonlinear embedding with polynomial kernels.

In Section 2, we describe general results of the eigen-analysis of the polynomial kernel operator defined through data distributions, and show that the matrix of moments determines the eigenvalues and eigenfunctions. In Section 3, numerical examples are given to illustrate the relationship between the eigenvectors of a sample kernel matrix and the eigenfunctions from the theoretical analysis. We comment on the effect of degrees (especially even or odd) on data projections given by the leading eigenvectors, in relation to some features of the data distribution in the original input space. We also discuss how the eigenfunctions can explain some geometric patterns observed in data projections. In Section 4, we present kernel principal component analysis of the handwritten digit data from Le Cun et al. (1990) for some pairs of digits and explain the geometry of the embeddings of digit pairs through analysis of the sample moment matrices. We further comment on the effect of centering kernels on the spectral property of the polynomial kernel operator in Section 5. Section 6 concludes this paper with discussions.

2 Eigen-Analysis of Polynomial Kernel Operator

In this section, we study the dependence of eigenfunctions and eigenvalues of the kernel operator on the data density distribution when the polynomial kernels are used.
2.1 Preliminaries

Suppose that data \( \mathcal{D} = \{x_1, \ldots, x_n\} \) consist of iid sample from a probability distribution \( P \) and the input domain for the data is \( \mathcal{X} \). Then a kernel function \( K \) is defined as a semi-positive definite mapping from \( \mathcal{X} \times \mathcal{X} \) to \( \mathbb{R} \), and there is a unique function space \( \mathcal{H}_K \) (called a reproducing kernel Hilbert space) corresponding to the kernel. See Aronszajn (1950) for kernel functions and reproducing kernel Hilbert spaces in general.

Given a probability distribution \( P \) with density function \( p(x) \) and a kernel function \( K \), the distribution-dependent kernel operator is defined as

\[
K_p f(y) = \int_{\mathcal{X}} K(x,y) f(x) p(x) \, dx
\]  

as a mapping from \( \mathcal{H}_K \) to \( \mathcal{H}_K \). Then an eigenfunction \( \phi \in \mathcal{H}_K \) and the corresponding eigenvalue \( \lambda \) for the operator \( K_p \) are defined through the equation

\[
K_p \phi = \lambda \phi \quad \text{or} \quad \int_{\mathcal{X}} K(x,y) \phi(x) p(x) \, dx = \lambda \phi(y).
\]

Note that the eigenvalue and eigenfunction depend on both the kernel and probability distribution.

To see the connection between the kernel operator and kernel matrix as its sample version, consider the \( n \times n \) kernel matrix, \( K_n = [K(x_i, x_j)] \). Kernel PCA (Schölkopf et al. 1998) finds nonlinear data embeddings for dimension reduction through eigen-analysis of the kernel matrix. Suppose that \( \lambda_n \) and \( v = (v_1, \ldots, v_n)^t \) are a pair of eigenvalue and eigenvector of \( K_n \) such that

\[
K_n v = \lambda_n v.
\]

When \( x_1, \ldots, x_n \) are sampled from the distribution with density \( p(x) \) and \( v \) is considered as a discrete version of \( \phi(\cdot) \) at data points, \( (\phi(x_1), \ldots, \phi(x_n))^t \), we can see that the left-hand side of the above equation is an approximation to its integral counterpart:

\[
\frac{1}{n} \sum_{j=1}^{n} K(x_i, x_j) v_j \approx \int_{\mathcal{X}} K(x, x_i) \phi(x) p(x) \, dx.
\]

As a result, \( \lambda_n/n \) can be viewed as an approximation to the eigenvalue \( \lambda \) of the kernel operator with eigenfunction \( \phi \). The pair of \( \lambda_n \) and \( v \) yield a nonlinear principal component or nonlinear embedding from \( \mathcal{X} \) to \( \mathbb{R} \) given by

\[
\hat{\phi}(x) = \frac{1}{\lambda_n} \sum_{i=1}^{n} v_i K(x_i, x)
\]

up to a normalizing constant. Hence, eigen-analysis of the kernel operator amounts to an infinite-dimensional analogue of kernel PCA. See Williams and Seeger (2000) and Shi et al. (2009) for more discussions about the connection.

We examine eigen-expansion of the polynomial kernel operator based on the equation (2) when \( \mathcal{X} = \mathbb{R}^p \), and establish the dependence of the eigen-expansion on the data distribution. There are two types of polynomial kernels of degree \( d \): i) \( K(x, y) = (x^t y)^d \) and ii) \( K^*(x, y) = (1 + x^t y)^d \). We begin with eigen-analysis for the first type in two dimensional setting in Section 2.2 and generalize it to \( p \)-dimensional setting in Section 2.3. Then we extend the analysis further to the second type with an additional constant in Section 2.4.
2.2 Two-dimensional setting

Suppose that data arise from a two-dimensional setting, \(X = \mathbb{R}^2\) with probability density \(p(x)\). For polynomial kernel of degree \(d\), \(K(x, y) = (x^t y)^d\), we derive \(\lambda\) and \(\phi(\cdot)\) satisfying

\[
\int_{\mathbb{R}^2} (x^t y)^d \phi(x) p(x) \, dx = \lambda \phi(y) \tag{3}
\]

in this setting. More explicitly,

\[
K(x, y) = (x_1 y_1 + x_2 y_2)^d = \sum_{j=0}^{d} \binom{d}{j} (x_1 y_1)^{d-j} (x_2 y_2)^{j} = \sum_{j=0}^{d} \binom{d}{j} (x_1^{d-j} x_2^j)(y_1^{d-j} y_2^j).
\]

Note that the polynomial kernel can be also expressed as the inner product of the so-called feature vectors, \(\Phi(x) \Phi(y)\), through the feature map, \(\Phi(x) = \left(\binom{d}{0} x_1^d, \binom{d}{1} x_1^{d-1} x_2, \ldots, \binom{d}{d} x_2^d\right)^t\).

With the explicit expression of \(K\), the equation (3) becomes

\[
\int \left[ \sum_{j=0}^{d} \binom{d}{j} (x_1^{d-j} x_2^j)(y_1^{d-j} y_2^j) \right] \phi(x) p(x) \, dx = \lambda \phi(y),
\]

which is re-expressed as

\[
\sum_{j=0}^{d} \binom{d}{j} y_1^{d-j} y_2^j \left[ \int \binom{d}{j} x_1^{d-j} x_2^j \phi(x) \, dx \right] = \lambda \phi(y).
\]

Let \(C_j = \binom{d}{j}^2 \int x_1^{d-j} x_2^j \phi(x) \, dx\) be a distribution-dependent constant for \(j = 0, \ldots, d\). Then for \(\lambda \neq 0\), the corresponding eigenfunction \(\phi(\cdot)\) should be of the form

\[
\phi(y) = \frac{1}{\lambda} \sum_{k=0}^{d} \binom{d}{k}^2 C_k y_1^{d-k} y_2^k. \tag{4}
\]

By substituting (4) for \(\phi(x)\) in the defining equation for \(C_j\), we get the following equations for the constants \((j = 0, \ldots, d)\):

\[
C_j = \frac{1}{\lambda} \binom{d}{j}^2 \int x_1^{d-j} x_2^j \left[ \sum_{k=0}^{d} \binom{d}{k}^2 C_k x_1^{d-k} x_2^k \right] p(x) \, dx,
\]

which leads to

\[
\lambda C_j = \sum_{k=0}^{d} \binom{d}{k}^2 \binom{d}{j}^2 C_k \int x_1^{2d-(j+k)} x_2^{(j+k)} p(x) \, dx.
\]

Note that \(\int x_1^{2d-(j+k)} x_2^{(j+k)} p(x) \, dx = E(X_1^{2d-(j+k)} X_2^{(j+k)})\), a moment of the random vector \(X = (X_1, X_2)^t\) distributed with \(p(x)\). Let \(\mu_{2d-(j+k),(j+k)}\) denote the moment. Then the set of the equations can be written as

\[
\sum_{k=0}^{d} \binom{d}{k}^2 \binom{d}{j}^2 \mu_{2d-(j+k),(j+k)} C_k = \lambda C_j \quad \text{for} \quad j = 0, \ldots, d. \tag{5}
\]
Defining the \((d + 1) \times (d + 1)\) matrix with entries given by moments of total degree \(2d\) as follows

\[
M_2^d = \begin{bmatrix}
(d_0)^2 \mu_{2d,0} & (d_0)^\frac{5}{2} (d_1) \frac{3}{2} \mu_{2d-1,1} & \cdots & (d_0)^\frac{5}{2} (d_d) \frac{1}{2} \mu_{d,d} \\
(d_1)^\frac{3}{2} (d_0)^\frac{1}{2} \mu_{2d-1,1} & (d_1)^\frac{3}{2} (d_1) \frac{1}{2} \mu_{2d-2,2} & \cdots & (d_1)^\frac{3}{2} (d_d) \frac{1}{2} \mu_{d-1,d+1} \\
\vdots & \vdots & \ddots & \vdots \\
(d_d)^\frac{1}{2} (d_0)^\frac{1}{2} \mu_{d,d} & (d_d)^\frac{1}{2} (d_1) \frac{1}{2} \mu_{d-1,d+1} & \cdots & (d_d)^\frac{1}{2} (d_d) \mu_{0,2d}
\end{bmatrix},
\]

we can succinctly express the set of equations as

\[
M_2^d \begin{bmatrix} C_0 \\
C_1 \\
\vdots \\
C_d \end{bmatrix} = \lambda \begin{bmatrix} C_0 \\
C_1 \\
\vdots \\
C_d \end{bmatrix}. \tag{7}
\]

For the moment matrix \(M_2^d\), the subscript indicates the input dimension, and the superscript refers to the degree of the polynomial kernel. From the equation (7), we can see that the pairs of eigenvalue and eigenfunction for the polynomial kernel operator are determined by the spectral decomposition of the moment matrix \(M_2^d\). Note that the eigenvectors of \(M_2^d\) need to be scaled so that \(\int \phi^2(x)p(x)\,dx = 1\). Obviously, the determinant of \(M_2^d - \lambda I\) is a polynomial of degree \((d + 1)\). Therefore, there are at most \((d + 1)\) nonzero eigenvalues of the polynomial kernel operator. The statements so far lead to the following theorem.

**Theorem 1.** Suppose that the probability distribution \(p(x_1, x_2)\) defined on \(\mathbb{R}^2\) has finite 2\(d\)th moments \(\mu_{2d-j,j} = E(X_1^{2d-j} X_2^j), j = 0, \ldots, 2d\). For the polynomial kernel of degree \(d\), \(K(x, y) = (x'y)^d\).

(i) The eigenvalues of the polynomial kernel operator are given by the eigenvalues of the moment matrix

\[
M_2^d = \begin{bmatrix}
(d_0)^2 \mu_{2d,0} & (d_0)^\frac{5}{2} (d_1) \frac{3}{2} \mu_{2d-1,1} & \cdots & (d_0)^\frac{5}{2} (d_d) \frac{1}{2} \mu_{d,d} \\
(d_1)^\frac{3}{2} (d_0)^\frac{1}{2} \mu_{2d-1,1} & (d_1)^\frac{3}{2} (d_1) \frac{1}{2} \mu_{2d-2,2} & \cdots & (d_1)^\frac{3}{2} (d_d) \frac{1}{2} \mu_{d-1,d+1} \\
\vdots & \vdots & \ddots & \vdots \\
(d_d)^\frac{1}{2} (d_0)^\frac{1}{2} \mu_{d,d} & (d_d)^\frac{1}{2} (d_1) \frac{1}{2} \mu_{d-1,d+1} & \cdots & (d_d)^\frac{1}{2} (d_d) \mu_{0,2d}
\end{bmatrix}.
\]

(ii) There are at most \(d + 1\) nonzero eigenvalues.

(iii) The eigenfunctions are polynomials of total degree \(d\) of the form in (4) with coefficients determined by the eigenvectors of \(M_2^d\).

(iv) The eigenfunctions, \(\phi_i\), are orthogonal in the sense of

\[
\langle \phi_i, \phi_j \rangle_p = \int_{\mathbb{R}^2} \phi_i(x)\phi_j(x)p(x)\,dx = 0 \quad \text{for} \quad i \neq j.
\]
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Proof. We prove the statement (iv). Let $C_i$ and $C_j$ be the eigenvectors of $M_2^d$ corresponding to a pair of eigenfunctions $\phi_i$ and $\phi_j \in \mathcal{H}_K$ with eigenvalues $\lambda_i$ and $\lambda_j$. Then for $i \neq j$,

$$
\int_{\mathbb{R}^2} \phi_i(x) \phi_j(x) p(x) dx \propto C_i^t M_2^d C_j = C_i^t (\lambda_j C_j) = \lambda_j C_i^t C_j = 0.
$$

\[

2.3 \quad \text{Multi-dimensional setting}

\]

In general, consider the $p$-dimensional input space ($\mathcal{X} = \mathbb{R}^p$) for data. For $x, y \in \mathbb{R}^p$, the kernel function can be expanded as

$$
(x' y)^d = \left( \sum_{k=1}^{p} x_k y_k \right)^d = \sum_{j_1 + \cdots + j_p = d} d \left( j_1, \cdots, j_p \right) \prod_{k=1}^{p} (x_k y_k)^{j_k},
$$

and the equation (2) becomes

$$
\int \sum_{j_1 + \cdots + j_p = d} d \left( j_1, \cdots, j_p \right) \prod_{k=1}^{p} (x_k y_k)^{j_k} \phi(x) p(x) dx = \lambda \phi(y)
$$

i.e. $\sum_{j_1 + \cdots + j_p = d} d \left( j_1, \cdots, j_p \right) \prod_{k=1}^{p} y_k^{j_k} \left[ \int \prod_{k=1}^{p} x_k^{j_k} \phi(x) p(x) dx \right] = \lambda \phi(y)$.

Letting $C_{j_1, \cdots, j_p} = \left( \frac{d}{d} \right)^{\frac{1}{2}} \int \prod_{k=1}^{p} x_k^{j_k} \phi(x) p(x) dx$, we can write the eigenfunction $\phi(\cdot)$ as

$$
\phi(x) = \frac{1}{\lambda} \sum_{j_1 + \cdots + j_p = d} d \left( j_1, \cdots, j_p \right) \prod_{k=1}^{p} x_k^{j_k}.
$$

Again, by plugging this expansion $\phi(x)$ in the equation that defines $C_{j_1, \cdots, j_p}$, we get a set of equations for the constants:

$$
C_{j_1, \cdots, j_p} = \frac{1}{\lambda} \left( \frac{d}{d} \right)^{\frac{1}{2}} \int \prod_{k=1}^{p} x_k^{j_k} \left[ \sum_{i_1 + \cdots + i_p = d} d \left( i_1, \cdots, i_p \right) \frac{1}{2} C_{i_1, \cdots, i_p} \prod_{k=1}^{p} x_k^{i_k} \right] p(x) dx,
$$

which is rewritten as

$$
\lambda C_{j_1, \cdots, j_p} = \sum_{i_1 + \cdots + i_p = d} d \left( i_1, \cdots, i_p \right) \frac{1}{2} \left( \frac{d}{d} \right)^{\frac{1}{2}} \left( \frac{d}{d} \right)^{\frac{1}{2}} \prod_{k=1}^{p} x_k^{i_k+j_k} p(x) dx.
$$

Let $\mu_{j_1 + \cdots + j_p + i_p}$ denote the moment $E(\prod_{k=1}^{p} X_k^{i_k+j_k}) = \int \prod_{k=1}^{p} x_k^{i_k+j_k} p(x) dx$ for $(i_1, \cdots, i_p)$ with $i_1 + \cdots + i_p = d$ and $(j_1, \cdots, j_p)$ with $j_1 + \cdots + j_p = d$. Then we have

$$
\sum_{i_1 + \cdots + i_p = d} d \left( i_1, \cdots, i_p \right) \frac{1}{2} d \left( j_1, \cdots, j_p \right) \mu_{j_1+i_1, \cdots, j_p+i_p} C_{i_1, \cdots, i_p} = \lambda C_{j_1, \cdots, j_p},
$$

(9)
To express the above equation in matrix form, we generalize the moment matrix $M^d_2$ to $M^d_p$ with entries given by \((i_1, \ldots, i_p)\frac{d}{2}\left(\frac{d}{2}\right)\mu_{j_1+i_1, \ldots, j_p+i_p}\). The dimension of $M^d_p$ is the number of combinations of nonnegative integers $j_k$’s satisfying $j_1 + \cdots + j_p = d$, which is $d_p = \binom{d+p-1}{d}$. Then the equation (9) is written as

\[
M^d_p C = \lambda C,
\]

where $C$ is a $d_p$-vector with entries $C_{j_1, \ldots, j_p}$ for $j_1 + \cdots + j_p = d$. Applying the similar argument used for the two-dimensional setting, we conclude that there are at most $d_p = \binom{d+p-1}{d}$ nonzero eigenvalues of the polynomial kernel operator, and $d_p$ depends on both the input dimension and the degree of the polynomial kernel. Thus we arrive at the following theorem.

**Theorem 2.** Suppose that the probability distribution $p(x_1, x_2, \cdots, x_p)$ defined on $\mathbb{R}^p$ has finite 2$\mu$th moments, $\mu_{i_1+j_1, \ldots, i_p+j_p} = E(\prod_{k=1}^{d_p} x_k^{i_k+j_k})$ for $j_1 + \cdots + j_p = d, i_1 + \cdots + i_p = d$. For the polynomial kernel of degree $d$, $K(x, y) = (x^T y)^d$,

(i) The eigenvalues of the polynomial kernel operator are given by the eigenvalues of the moment matrix $M^d_p$;

(ii) There are at most $d_p = \binom{d+p-1}{d}$ nonzero eigenvalues.

(iii) The eigenfunctions are polynomials of total degree $d$ of the form in (8) with coefficients given by the eigenvectors of $M^d_p$.

(iv) The eigenfunctions are orthogonal with respect to the inner product, $\langle \phi_i, \phi_j \rangle_p = \int_{\mathbb{R}^d} \phi_i(x)\phi_j(x)p(x)dx$.

### 2.4 Polynomial kernel with constant

The kernel operator for the second type of polynomial kernel with constant can be treated as a special case of what we have discussed in the previous section.

For example, $K^*(x, y) = (1 + x_1 y_1 + x_2 y_2)^2$ in the two-dimensional setting can be viewed as $K(x, y) = (x_1 y_1 + x_2 y_2 + x_3 y_3)^2$ in the three-dimensional setting with $x_3 = y_3 = 1$. Using the connection between $K^*$ and $K$, we know that the number of nonzero eigenvalues for the kernel operator with $K^*$ is at most $\binom{2+3-1}{2} = \binom{4}{2} = 6$ from Theorem 2. The eigenfunctions in this case are of the following form:

\[
\phi(x) = \frac{1}{\lambda} \sum_{j_1+j_2+j_3=2} \binom{2}{j_1, j_2, j_3} C_{j_1, j_2, j_3} x_1^{j_1} x_2^{j_2} x_3^{j_3}.
\]

There are six combinations of non-negative integers $j_k$’s such that $j_1 + j_2 + j_3 = 2$. $M^2_3$ in general is given as follows:

\[
M^2_3 = \begin{bmatrix} 
\mu_{4,0,0} & \sqrt{2}\mu_{3,1,0} & \sqrt{2}\mu_{3,0,1} & \mu_{2,2,0} & \sqrt{2}\mu_{2,1,1} & \mu_{2,0,2} \\
\sqrt{2}\mu_{3,1,0} & 2\mu_{2,0,0} & 2\mu_{2,1,1} & \sqrt{2}\mu_{1,1,0} & 2\mu_{1,2,1} & \sqrt{2}\mu_{1,1,2} \\
\sqrt{2}\mu_{3,0,1} & 2\mu_{2,0,1} & 2\mu_{2,1,1} & \sqrt{2}\mu_{1,1,0} & 2\mu_{1,1,2} & \sqrt{2}\mu_{1,0,3} \\
\mu_{2,2,0} & \sqrt{2}\mu_{1,1,0} & \sqrt{2}\mu_{1,1,0} & \mu_{0,0,0} & \sqrt{2}\mu_{0,0,1} & \mu_{0,0,2} \\
\sqrt{2}\mu_{2,1,1} & 2\mu_{1,1,1} & \sqrt{2}\mu_{0,3,1} & 2\mu_{0,2,2} & \sqrt{2}\mu_{0,1,3} & \mu_{0,0,2} \\
\mu_{2,0,2} & \sqrt{2}\mu_{1,0,3} & \sqrt{2}\mu_{0,1,3} & \mu_{0,2,2} & \sqrt{2}\mu_{0,0,2} & \mu_{0,0,4} \\
\end{bmatrix},
\]
and the vector $C$ with constants $C_{j_1,j_2,j_3}$ satisfies the following equation:

$$M_j^2 = \lambda C,$$

Since $X_3 = 1$, the moments $\mu_{i_1+j_1,i_2,j_2,i_3+j_3} = E(\prod_{k=1}^3 X_k^{i_k+j_k})$ are simplified to $\mu_{i_1+j_1,i_2+j_2} = E(\prod_{k=1}^2 X_k^{i_k+j_k}).$

In summary, we conclude that for data distribution in $\mathbb{R}^p$ and polynomial kernel of degree $d$ with constant term, the resulting eigenvalues and eigenfunctions of the kernel operator can be obtained on the basis of Theorem 2. The extensions are accomplished by application of the result with polynomial kernel of degree $d$ for data distribution in $\mathbb{R}^{p+1}$ with $X_{p+1}$ fixed at 1, where the moments $\mu_{i_1+j_1,\ldots,i_p+j_p} = E(\prod_{k=1}^{p+1} X_k^{i_k+j_k})$ reduce to $\mu_{i_1+j_1,\ldots,i_p+j_p} = E(\prod_{k=1}^p X_k^{i_k+j_k}).$

### 3 Simulation Studies

We present simulation studies to illustrate the relationship between the theoretical eigenfunctions and sample eigenvectors for kernel PCA. First we consider two simulation settings in $\mathbb{R}^2$ and examine the explicit forms of the eigenfunctions using Theorem 1. With an additional example, we investigate the effect of degree (the parameter for polynomial kernels) on the nonlinear data.

#### 3.1 Uniform example

For $X = (X_1, X_2)^t$, let $X_1$ and $X_2$ be iid with uniform distribution on $(0,1)$. Suppose that we use the second-order polynomial kernel, $K(x,y) = (x_1 y_1 + x_2 y_2)^2$. Since all the fourth moments $\mu_{j_1,\ldots,j} = E(X_1^{j_1} X_2^{j_2})$, $j = 0, \ldots, 4$ are finite in this case, we can compute the theoretical moment matrix $M_2^2$ explicitly, and it is given by

$$M_2^2 = \begin{bmatrix} \mu_{4,0} & \sqrt{2}\mu_{3,1} & \mu_{2,2} \\ \sqrt{2}\mu_{3,1} & 2\mu_{2,2} & \sqrt{2}\mu_{1,3} \\ \mu_{2,2} & \sqrt{2}\mu_{1,3} & \mu_{0,4} \end{bmatrix} = \begin{bmatrix} 1 & \frac{\sqrt{2}}{\sqrt{3}} & \frac{1}{\sqrt{6}} \\ \frac{1}{\sqrt{3}} & \frac{2}{\sqrt{6}} & \frac{1}{\sqrt{6}} \\ \frac{1}{\sqrt{6}} & \frac{1}{\sqrt{6}} & \frac{1}{\sqrt{6}} \end{bmatrix}.$$

Notice that there is symmetry in the moments due to the exchangeability of $X_1$ and $X_2$ (e.g. $\mu_{1,3} = \mu_{3,1}$).

The eigenvalues of the kernel operator are the same as those of $M_2^2$. We can get the eigenvalues of the matrix numerically, which are given by $\lambda_1 = 0.5206$, $\lambda_2 = 0.0889$, and $\lambda_3 = 0.0127$. According to Theorem 1, given each eigenvalue $\lambda$, the corresponding eigenfunction can be written explicitly in the form,

$$\phi(x) = \frac{1}{\lambda}(C_0 x_1^2 + \sqrt{2}C_1 x_1 x_2 + C_2 x_2^2),$$

where $(C_0, C_1, C_2)^t$ is a scaled version of the eigenvector of $M_2^2$ corresponding to $\lambda$. For simplicity of exposition, we choose not to scale the eigenfunctions to the unit norm but to go with the scale.
The moment matrix for the mixture distribution can be obtained as follows: When degree is 2 for this example, we consider the polynomial kernels of degrees 2 and 3.

We turn to a mixture of normal distributions for $(X_1, X_2)^t$. Suppose that $X_1$ and $X_2$ are two independent variables distributed with the following mixture Gaussian distribution:

$$\begin{align*}
(X_1, X_2) & \sim 0.5 \mathcal{N}\left(\begin{pmatrix} -3 \\ 1 \end{pmatrix}, \begin{pmatrix} 1 & 0 \\ 0 & 1 \end{pmatrix}\right) + 0.5 \mathcal{N}\left(\begin{pmatrix} 2 \\ -1 \end{pmatrix}, \begin{pmatrix} 1 & 0 \\ 0 & 1 \end{pmatrix}\right).
\end{align*}$$

For this example, we consider the polynomial kernels of degrees 2 and 3.

**When degree is 2**

The moment matrix for the mixture distribution can be obtained as follows:

$$M^2 = \begin{bmatrix}
\mu_{4,0} & \sqrt{2}\mu_{3,1} & \mu_{2,2} \\
\sqrt{2}\mu_{3,1} & 2\mu_{2,2} & \sqrt{2}\mu_{1,3} \\
\mu_{2,2} & \sqrt{2}\mu_{1,3} & \mu_{0,4}
\end{bmatrix} = \begin{bmatrix}
90.5 & -25\sqrt{2} & 15 \\
-25\sqrt{2} & 30 & -10\sqrt{2} \\
15 & -10\sqrt{2} & 10
\end{bmatrix}.$$ 

Three nonzero eigenvalues of the matrix are $\lambda_1 = 110.593$, $\lambda_2 = 17.415$, and $\lambda_3 = 2.492$. With the corresponding eigenvectors of the moment matrix, we get the following three eigenfunctions:

$$\begin{align*}
\phi_1(x) &= \frac{1}{110.593}(0.886x_1^2 - 0.597x_1x_2 + 0.191x_2^2), \\
\phi_2(x) &= \frac{1}{17.415}(-0.459x_1^2 - 1.050x_1x_2 + 0.487x_2^2), \\
\phi_3(x) &= \frac{1}{2.492}(0.064x_1^2 + 0.735x_1x_2 + 0.852x_2^2).
\end{align*}$$
Figure 1: Comparison of the contours of the nonlinear embeddings given by three leading eigenvectors and the theoretical eigenfunctions for the uniform data. The upper three panels are for the embeddings induced by the eigenvectors for three nonzero eigenvalues, and the lower three panels are for the corresponding eigenfunctions.

Contours of these eigenfunctions are displayed in the bottom panels of Figure 2.

For their sample counterparts, we generated a random sample of size 400 from the mixture of two normals. A scatter plot of the sample is displayed in the top left panel of Figure 4. Three nonzero eigenvalues from the kernel matrix are found to be \( \hat{\lambda}_1 = 110.558 \), \( \hat{\lambda}_2 = 17.276 \), and \( \hat{\lambda}_3 = 2.278 \). The top panels of Figure 2 show the contours of the data embeddings given by the corresponding eigenvectors. The data embeddings and eigenfunctions for this mixture normal example also exhibit strong similarity. The contours of the leading embedding and eigenfunction are ellipses centered at the origin. It appears that the minor axis of the ellipses for the leading eigenfunction corresponds to the line connecting the two mean vectors of the mixture distribution, capturing the largest data variation, and the major axis is perpendicular to the mean difference. The contours of the second leading eigenfunction are hyperbolas centered at the origin. The asymptotes of the hyperbolas for the eigenfunction are the same as the major and minor axes for the leading eigenfunction. Although the approximate symmetry around the origin that the data embeddings and eigenfunctions exhibit reflects that of the underlying distribution, information about the two normal components is lost after projection. If dimension reduction is to be used primarily for identifying the clusters later, then the quadratic kernel would not be useful in this case.
When degree is 3

The moment matrix for $d = 3$ involves the moments up to order 6, and for the mixture distribution, it is explicitly given by

$$M_3 = \begin{bmatrix}
\mu_{6,0} & \sqrt{3}\mu_{5,1} & \sqrt{3}\mu_{4,2} & \mu_{3,3} \\
\sqrt{3}\mu_{5,1} & 3\mu_{4,2} & 3\mu_{3,3} & \sqrt{3}\mu_{2,4} \\
\sqrt{3}\mu_{4,2} & 3\mu_{3,3} & 3\mu_{2,4} & \sqrt{3}\mu_{1,5} \\
\mu_{3,3} & \sqrt{3}\mu_{2,4} & \sqrt{3}\mu_{1,5} & \mu_{0,6}
\end{bmatrix} = \begin{bmatrix}
1431.5 & -350\sqrt{3} & 181\sqrt{3} & -100 \\
-350\sqrt{3} & 543 & -300 & 75\sqrt{3} \\
181\sqrt{3} & -300 & 225 & -65\sqrt{3} \\
-100 & 75\sqrt{3} & -65\sqrt{3} & 76
\end{bmatrix}. $$

The matrix has four nonzero eigenvalues, $\lambda_1 = 1862.615$, $\lambda_2 = 343.748$, $\lambda_3 = 59.266$, and $\lambda_4 = 9.870$, and the corresponding eigenfunctions are

$$\phi_1(x) = \frac{1}{1862.615}(0.848x_1^3 - 0.791x_1^2x_2 + 0.437x_1x_2^2 - 0.097x_2^3),$$

$$\phi_2(x) = \frac{1}{343.748}(-0.518x_1^3 - 1.073x_1^2x_2 + 0.862x_1x_2^2 - 0.317x_2^3),$$

$$\phi_3(x) = \frac{1}{59.266}(-0.112x_1^3 - 1.079x_1^2x_2 - 0.929x_1x_2^2 + 0.559x_2^3),$$

$$\phi_4(x) = \frac{1}{9.870}(-0.026x_1^3 + 0.245x_1^2x_2 + 1.097x_1x_2^2 + 0.761x_2^3).$$

We obtained the kernel matrix with the polynomial kernel of degree 3 for the same data as in $d = 2$ case. Four leading eigenvalues for this kernel matrix are $\hat{\lambda}_1 = 1892.775$, $\hat{\lambda}_2 = 346.190$, $\hat{\lambda}_3 = 58.954$, and $\hat{\lambda}_4 = 8.365$. 
Figure 3 shows the contours of the projections given by the sample eigenvectors of the kernel matrix and their theoretical counterparts when degree is 3. As in the case of degree 2, the leading eigenfunction and data embedding capture the largest variance along the direction of the difference between the two normal means. However, in contrast with degree 2, their contours show a monotone change along the direction, which allows identification of the two normal components if classification or clustering is concerned.

Figure 3: Comparison of the contours of the nonlinear embeddings given by four leading eigenvectors (top panels) and the theoretical eigenfunctions (bottom panels) for the mixture normal data when degree is 3.

3.3 Effect of degree

Figure 4 shows a scatter plot of the mixture normal data used in the example discussed in the previous section along with their projections through the first two principal components of kernel PCA with polynomial kernel from degree 1 to 5. As observed in the analysis of degrees 2 and 3 and illustrated in Figures 2 and 3, the degree of polynomial kernel has different effect on the projections. Odd-degree polynomial kernels provide projections that can separate the two components (or classes), while even-degree polynomial kernels project the two clusters into the same region, overlaying them on top of each other. The fact that odd degrees work for the mixture normal example while even degrees mask the difference between the clusters is closely tied to the underlying data structure.

Figure 5 shows a different scenario where polynomial kernels of even degree would work better than those of odd degree. The scatter plot of “wheel” data in the top left panel shows two clusters symmetric around the origin. Separation of the clusters requires a nonlinear mapping. Due to the “even” nature of clustering, the data projections for even-degree polynomial kernels (especially
Figure 4: The mixture normal data and their projections through principal components with polynomial kernel of varying degrees. The colors distinguish the two normal components.

degree 2 in the figure) tend to make the clusters linearly separable.

Besides the difference in effect between even and odd degrees, we also observe in Figures 4 and 5 that as the degree of polynomial kernel increases, projections tend to be heavily influenced by outliers. Increase in degree creates the effect of squeezing most points increasingly more in the projection space while spreading the outliers further apart. The observed sensitivity of the data embeddings to outliers for kernel PCA cautions against the choice of high degrees, in spite of the conventional belief that as degree goes higher, kernel methods become more flexible. Figure 5 clearly suggests that lower even degree \((d = 2)\) works better than higher even degree \((d = 6)\) in providing separation of clusters for the example.

### 3.4 Restriction in embeddings

Figures 4 and 5 also suggest that there are some geometric restrictions in the pairs of nonlinear data embeddings given by the leading eigenvectors of kernel matrix. For example, when degree is 2, the data projections derived from kernel PCA exhibit a conic pattern in both examples. We explain the intrinsic restriction in the nonlinear data embeddings using their corresponding eigenfunctions.

For simplicity, suppose that the leading eigenfunctions are of the form, \(\phi_1(x) = c_1 x_1^2 + c_2 x_2^2\) and \(\phi_2(x) = c_{12} x_1 x_2\), yielding ellipses and hyperbolas as their contours as in the mixture normal data. We can examine the relationship between the two by considering a level set of the first eigenfunction and the values of the second eigenfunction corresponding to the level set. When \(\phi_1(x) = c_1 x_1^2 + c_2 x_2^2 = k\),

\[
\phi_2^2(x) = c_{12}^2 x_1^2 x_2^2 = c_{12}^2 x_1^2 \left[ k - c_1 x_1^2 \right] = -\left( \frac{c_{12} c_1}{c_2} \right) x_1^4 + \left( \frac{c_{12} k}{c_2} \right) x_1^2.
\]
It is easy to see that $\phi_2(x)$ is bounded above by $c_1^2 k^2/(4c_1c_2)$, provided that $c_1c_2 > 0$. Hence, there is restriction in the range of $\phi_2(x)$ given $\phi_1(x) = k$. To give a concrete example, let $\phi_1(x) = -0.1x_1^2 - 0.02x_2^2$ and $\phi_2(x) = -0.5x_1x_2$. Figure 6 shows the possible range for $\phi_2(x)$, given the value of $\phi_1(x)$ for this hypothetical example. The intrinsic restriction in the projection space as indicated by the shaded region explains the conic pattern observed in Figures 4 and 5.

4 Analysis of Handwritten Digit Data

We carry out nonlinear principal component analysis of handwritten digit data from Le Cun et al. (1990) (also used in Hastie et al. (2009) for illustration) with polynomial kernels and investigate
Figure 6: Restricted projection space for kernel PCA with quadratic kernel when the leading eigenfunctions are \( \phi_1(x) = -0.1x_1^2 - 0.02x_2^2 \) and \( \phi_2(x) = -0.5x_1x_2 \).

The geometry of the induced data embeddings in relation to the sample moment matrices. Kernel PCA of the data using Gaussian kernel and sigmoid kernel is discussed in Schölkopf et al. (1998). The handwritten digits are scanned from the ZIP codes written on U.S. postal envelopes. All the images of digits have been rescaled and normalized, resulting in 16 × 16 grayscale maps with the intensity of each pixel ranging from 0 to 255. The intensity values in each image are then scaled and translated to fall within the range from -1 to 1. The original data set includes the digits from 0 to 9, but we will focus on the digit pairs of (3, 8) and (7, 9) as they are often confused with each other.

Figure 7 shows pairwise plots of the two leading eigenvectors of the kernel matrix with polynomial kernel of degree 1 to 4 for the pair of digits, 3 and 8. Just for illustration of geometric patterns of the data projections by kernel PCA, we used only 100 randomly chosen images for each digit. In each panel, the second principal component appears to capture the difference between the two digits. The directions of the two principal components seem to alternate when the degree changes.

In order to gain insight about the major variation in the digit images captured by the first two principal components for degrees 1 and 2, we sampled the images closest to a regular grid for the principal components to visualize the variation. For each principal component, we computed the 5% and 95% quantiles, and considered five equi-distant values in the range, which lead to a total of 25 grid points. Figure 8 displays the sample images with their principal component values closest to the grid for the first and second degrees. The spatial location of the images in the figure approximately corresponds to the grid in the principal components space, and the boxes corresponding to those grid points without observed images nearby are left blank. The second principal component in each panel obviously indicates the change from one digit to the other. The first principal component seems to account for the change in digit size from small to large for degree 1 in the left panel and from large to small for degree 2 in the right panel.

Figure 9 displays similar projection plots for the digit pair of 7 and 9. When the degree of polynomial kernel varies, there seems relatively little change in the projections. The same phenomenon is observed in Figure 7. A possible explanation for this lies in high dimensionality of the data, where the dimension \( p = 256 \) is about the same order as the sample size \( n = 200 \). The
Theorem analysis of the spectrum of kernel matrices in El Karoui (2010) suggests that nonlinear kernel PCA in high dimensions becomes effectively linear PCA.

To illustrate the connection between theoretical eigenfunctions and principal components in Figures 7 and 9, we consider approximation of the eigenfunctions of kernel PCA based on the sample moment matrices. For $d = 1$, there are 256 possible combinations of $i_1, \ldots, i_{256}$ which sum up to 1, leading to a $256 \times 256$ moment matrix $M_{256}^1$. Given eigenvalue $\lambda$ and eigenvector $(C_1, \ldots, C_{256})$ of the moment matrix, we have the eigenfunction of the form:

$$\phi(x) = \frac{1}{\lambda} \sum_{k=1}^{256} C_k x_k.$$  

We approximate the moment matrix by its sample version and use the eigenvalue and eigenvector of the sample moment matrix to approximate the eigenfunction. For digit pairs (3, 8) and (7, 9), the left panels of Figure 10 show the projections of the handwritten digits given by the approximate eigenfunctions of linear PCA.

When $d = 2$, the number of possible combinations of $i_1, \ldots, i_{256}$ which add up to 2, becomes $256 + \binom{256}{2} = 32,896$. Hence, the dimension of the moment matrix $M_{256}^2$ is 32,896. Given that $M_{256}^2$ is such a huge matrix, we decided to bypass the direct eigen-analysis of the sample moment
(a) degree=1

(b) degree=2

Figure 8: Images corresponding to a 5 × 5 grid over the first two principal components for kernel PCA of the handwritten digits 3 and 8.

Figure 9: Projections of handwritten digits 7 and 9 by kernel PCA with polynomial kernel of degree 1 to 4.

matrix of the same size and approximate the theoretical eigenfunctions by reducing the dimension of the images by a factor of 4 first and applying the same procedure to the reduced images. We
reduce the dimension of images from $16 \times 16$ to $8 \times 8$ by averaging the four pixel values in the unit of $2 \times 2$ block, which yields 64 new variables instead of the original 256 variables. The right panels of Figure 10 show the projections of digits given by the approximate eigenfunctions based on the sample moment matrices of the $8 \times 8$ reduced pixel images when $d = 2$. Figure 10 shows similar geometric patterns as in Figures 7 and 9 for both digit pairs, indicating good agreement between the theoretical eigenfunctions and estimated principal components.

Figure 10: Projections of digits given by approximate eigenfunctions of kernel PCA that are based on the sample moment matrices.

5 Comments on the Effect of Centering Kernels

The eigen-analysis so far regards the kernel operator that is not centered in the feature space. Centering a kernel in the feature space differs from simply centering data. We note that most numerical examples in Sections 3 and 4 involve approximately centered data. Analogous to the covariance matrix in standard PCA, a centered version of the kernel matrix is commonly used in kernel PCA. In this section, we study the effect of centering kernels briefly and examine the difference between the centered and uncentered kernel operators in terms of the eigenfunctions.

The centered kernel matrix $\hat{K}_n$ is given by the inner product of the centered feature vectors, namely, $\hat{\Phi}(x_i) = \Phi(x_i) - \frac{1}{n} \sum_{j=1}^{n} \Phi(x_j)$. With the representation of $K_{ij} \equiv K(x_i, x_j) = \Phi(x_i)^{T} \Phi(x_j)$,
the $ij$th entry of $\tilde{K}_n$ is given as
\[
\tilde{K}_{ij} = K_{ij} - \frac{1}{n} \sum_{l=1}^n K_{lj} - \frac{1}{n} \sum_{l=1}^n K_{dl} + \frac{1}{n^2} \sum_{l=1}^n \sum_{m=1}^n K_{lm}.
\]

The above sample version motivates the following function:
\[
\tilde{K}(x, y) = K(x, y) - E_X[K(X, y)] - E_Y[K(x, Y)] + E_X E_Y[K(X, Y)]
\]
as the population version of centered kernel function, which defines the centered kernel operator,
\[
\tilde{K}_p f(y) = \int_X \tilde{K}(x, y) f(x) p(x) dx.
\]

To contrast the centered and uncentered kernel operators through simple illustration, we focus on the case with $p = 2$. Analogous to the results in Section 2.2, we can show that the eigenfunctions and eigenvalues of the centered kernel operator are determined by the following ‘central’ moment matrix:
\[
\tilde{M}_2^d = \begin{pmatrix}
\left(\begin{array}{c}
\frac{d}{0} \end{array}\right) (\mu_{2d,0} - \mu_{d,0} \mu_{d,0}) & \left(\begin{array}{c}
\frac{d}{0} \end{array}\right) \left(\begin{array}{c}
\frac{d}{1} \end{array}\right) \left(\begin{array}{c}
\frac{d}{1} \end{array}\right) (\mu_{2d-1,1} - \mu_{d-1,1} \mu_{d,0}) & \ldots & \left(\begin{array}{c}
\frac{d}{0} \end{array}\right) \left(\begin{array}{c}
\frac{d}{1} \end{array}\right) \left(\begin{array}{c}
\frac{d}{1} \end{array}\right) (\mu_{d,d} - \mu_{0,d} \mu_{d,0}) \\
\left(\begin{array}{c}
\frac{d}{1} \end{array}\right) \left(\begin{array}{c}
\frac{d}{1} \end{array}\right) (\mu_{2d-1,1} - \mu_{d,0} \mu_{d-1,1}) & \left(\begin{array}{c}
\frac{d}{1} \end{array}\right) \left(\begin{array}{c}
\frac{d}{1} \end{array}\right) \left(\begin{array}{c}
\frac{d}{1} \end{array}\right) (\mu_{2d-2,2} - \mu_{d-1,1} \mu_{d-1,1}) & \ldots & \left(\begin{array}{c}
\frac{d}{1} \end{array}\right) \left(\begin{array}{c}
\frac{d}{1} \end{array}\right) \left(\begin{array}{c}
\frac{d}{1} \end{array}\right) (\mu_{d-1,d+1} - \mu_{0,d} \mu_{d-1,1}) \\
\vdots & \vdots & \ddots & \vdots \\
\left(\begin{array}{c}
\frac{d}{d} \end{array}\right) \left(\begin{array}{c}
\frac{d}{d} \end{array}\right) (\mu_{d,d} - \mu_{d,0} \mu_{0,d}) & \left(\begin{array}{c}
\frac{d}{d} \end{array}\right) \left(\begin{array}{c}
\frac{d}{1} \end{array}\right) \left(\begin{array}{c}
\frac{d}{1} \end{array}\right) (\mu_{d-1,d+1} - \mu_{d-1,1} \mu_{0,d}) & \ldots & \left(\begin{array}{c}
\frac{d}{d} \end{array}\right) (\mu_{0,2d} - \mu_{0,d} \mu_{d,0})
\end{pmatrix}
\]

Compare the matrix with its counterpart $M_2^d$ in Theorem 1 to see the difference.

Just for numerical comparison of the two operators, suppose that
\[
\begin{pmatrix}
X_1 \\
X_2
\end{pmatrix} \sim N \left( \begin{pmatrix}
0 \\
0
\end{pmatrix}, \begin{pmatrix}
\sigma^2 & 0 \\
0 & k\sigma^2
\end{pmatrix} \right),
\]
where $k$ is a positive constant. For the uncentered kernel operator with $d = 2$, we have the following moment matrix in this case:
\[
M_2 = \begin{pmatrix}
\mu_{4,0} & \sqrt{2} \mu_{3,1} & \mu_{2,2} \\
\sqrt{2} \mu_{3,1} & 2 \mu_{2,2} & \sqrt{2} \mu_{1,3} \\
\mu_{2,2} & \sqrt{2} \mu_{1,3} & \mu_{0,4}
\end{pmatrix} = \begin{pmatrix}
3\sigma^4 & 0 & k\sigma^4 \\
0 & 2k\sigma^4 & 0 \\
k\sigma^4 & 0 & 3k^2\sigma^4
\end{pmatrix},
\]
while the ‘central’ moment matrix for the centered counterpart is
\[
\tilde{M}_2^d = \begin{pmatrix}
\mu_{4,0} - \mu_{2,0} \mu_{2,0} & \sqrt{2}(\mu_{3,1} - \mu_{1,1} \mu_{2,0}) & \mu_{2,2} - \mu_{0,2} \mu_{2,0} \\
\sqrt{2}(\mu_{3,1} - \mu_{1,1} \mu_{2,0}) & \mu_{2,2} - \mu_{0,2} \mu_{1,1} & \sqrt{2}(\mu_{1,3} - \mu_{0,2} \mu_{1,1}) \\
\mu_{2,2} - \mu_{0,2} \mu_{0,2} & \sqrt{2}(\mu_{1,3} - \mu_{0,2} \mu_{0,2}) & \mu_{0,4} - \mu_{0,2} \mu_{0,2}
\end{pmatrix} = \begin{pmatrix}
2\sigma^4 & 0 & 0 \\
0 & 2k\sigma^4 & 0 \\
0 & 0 & 2k^2\sigma^4
\end{pmatrix}.
\]

The moment matrix $M_2^d$ gives the leading eigenfunction for $\mathcal{K}_p$ whose contours are ellipses with the minor axes along the direction of the largest variation in the distribution (for example, $x_2$-axis when $k > 1$). The left panel of Figure 11 shows contours of the leading eigenfunction of the uncentered polynomial kernel operator for the bivariate normal example with $k = 2$. Similarly,
it can be shown that the contours of the second leading eigenfunction form hyperbolas with their asymptotes given by the major and minor axes of the leading eigenfunction.

By contrast, the diagonal ‘central’ moment matrix $\tilde{M}_2$ makes the leading eigenfunctions of the centered kernel operator $\tilde{K}_p$ proportional to $x_1^2$, $x_2^2$ or $x_1 x_2$. In particular, when $k > 1$, we have $\phi_1(x) \propto x_1^2$, $\phi_2(x) \propto x_1 x_2$, and $\phi_3(x) \propto x_2^2$; when $0 < k < 1$, $\phi_1(x) \propto x_1^2$, $\phi_2(x) \propto x_1 x_2$, and $\phi_3(x) \propto x_2^2$; when $k = 1$, the leading eigenvalue has multiplicity of 3, and thus $x_1^2$, $x_2^2$ and $x_1 x_2$ span the corresponding eigenfunction space. The right panel of Figure 11 shows contours of the leading eigenfunction of the centered polynomial kernel operator for the same example. The result indicates that the centered kernel operator allows us to extract similar information about the direction of maximum variation as the uncentered version, however, with a different functional form.

For brevity, we omit details of the derivation of the results in this section, and will put them elsewhere (Liang and Lee 2013) to treat the topic more comprehensively.

![Figure 11: Comparison of the contours of the leading eigenfunction for the uncentered kernel operator (left) and centered kernel operator (right) in the bivariate normal example with $k = 2$.](image)

6 Discussion

We have shown that the spectrum of the polynomial kernel operator given a probability distribution can be characterized by the matrix of the corresponding moments. Applying the theoretical result to various examples, we have examined the effect of the degree of polynomial kernel on induced data embeddings in low dimensional setting. Further we have discussed that the form of eigenfunctions of the polynomial kernel operator brings some functional relation between them, which, in turn, restricts data projections to a certain region. In general, a proper choice between even and odd degrees depends on the features of the underlying distribution we wish to capture with low dimensional data embeddings. Contrary to the common suggestion for increasing degree to gain flexibility in kernel methods, our numerical analysis raises questions about the virtue of projections given by high-order polynomials in kernel PCA as they tend to be very sensitive to outliers.

Inspired by the mixture normal example, we want to further investigate the relationship between geometric properties of leading eigenfunctions and a family of parametric distributions. Also, it would be worthwhile to explore ways to mitigate the sensitivity of PCA with polynomial kernels to outlying observations. Some of the approaches taken to make PCA robust in the literature as
in Candes et al. (2011) and Hubert et al. (2005) could be extended to kernel PCA.

As another popular kernel method, kernel FDA has been used successfully in many applications. For example, Mika et al. (1999) conducted an experimental study showing that kernel FDA is competitive in comparison to other classification methods. It would be interesting to extend the eigen-analysis of the kernel operator in this paper analogously to the operator associated with kernel FDA for better understanding of the kernel FDA projections in relation to the probability distribution for data. As a related but different approach to nonlinear classification with kernels, Suykens et al. (2002), De Brabanter et al. (2010), and Karsmakers et al. (2011) considered a variant of the SVM called the least square support vector machines and used the Nyström method to numerically approximate a feature map from the eigen-analysis of the kernel matrix for large-scale applications. We note that the approximate feature map used in the references has closer ties to the eigenfunctions of the kernel operator for kernel PCA than kernel FDA.

Acknowledgements

We would like to thank Tao Shi and Vince Vu for providing valuable comments on the earlier version of this paper and Sungmin Kim for pointing out the reference about high dimensional kernel PCA.

References


